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A Virtual Memory Mini-Computer Syst2m 

This is an abstract of a talk which ~ill be presented at the 10th 
Annual Symposium On System Theory (South-Eastern Conference) 
sponsored by IEEE and North Carolina State and Duke Universities 
on March 22 and 23 of 1973. 

The i mp l ore n t a t j ort (1) and sirnulaticn of a virtual memory 
rnu l t i r p r-o or-nmmc d o o e ra t r n c s v s t cn to support exper"'irnents in vari­ 
ous laboratories and provide c o npu t t n c f ac l i t i c s to c1 ccrnmu n i Lv 
of users en a :-:1i11i-cornputer w i t(1 a uc c e s t i'1n-<Junt of cure ',,1i l 1 be 
described. Th o ccno u t er- is a DDP--5;G c cnou r' vi t f 12K cf 16-tJ·it 
words (BK core and 4K ~OSI and c cycle ti~e cf 0.9G usec. A 512K 
word fixed-head cisk with 64 tracks and a 1800 RPM rotational 
speed provides the secondary storage capacity for the system. 
Computing power is distributed to the various labs by means of an 
1/0 loop (2) connsscted to the c ornou t e r- via a SEc'nd/receive inter­ 
face. Devices are connected to the coaxial cable loop oy means 
of a node t e rvr i ria l 1,,·r1·ich consists of a rep:·::a.ter", node rnocJern and a 
device interface. Maximum distance between reoeacers is 500 
feet. The bit ro t e on tne !ooo is 3 megacycles. Up to 64 dev­ 
ices may be connected to the loop. 

Of the 12K n:emory av a i l ab l o , 4K is u sc d f or the bolted-in 
system c o oe and [ii,; is u s e d for user' prograr:,s. The sys tern cocle 
rnano.ges nH~·rT10r'',,', n a n dl e , a11 s t e not.rd lo, .. J-levf·l i n t e r r uc ts and 
supports vir'tLJ~l adcress~r1g by ccr1vcrtir1g virtUE!l ador'ess~s to 
phvsica 1 nien°or'.,i addresses. User" p1•0grams cc-n:::i,1-:::;t of se,;:1:···:,~nts 
which are named blocks of storage. This gives the user an infin­ 
ite address space a v a i l a o l e for his p r oorarcs , l r a n s f e r-s between 
program segrner1ts a r e made t:iy rne o n s cf the CALL en o GOTO macro- 
i nstructior1s which ar~e asseG1bled into two word virtual acjdresses 
consisting of an internal s,~g'nent ID nu11,be1' a re l a t rve 
a ddr-e s s w i t ri i n the p r o c r a:n ~,.egrnent being t r c re.f o r r e d t o , Higher 
level storaqe is provided for the u s e r b:/ :111~~ of nanc d fi I e s 
which c oris i s t o f I inked fixed length seg,11e·,tc0 •• Segrc,ent boc1n- 
daries a r e invisible to the user. Virtual r'Y actdr e s s t no 
modes. memory management and disk management strategies wi 11 be 
discussed in some detail in the bociv of this talk. 

During the early phase of the design of the operating sys­ 
tem. a cornplete sir11ulation of the system was c~rri2d out to 
better under1star1d the inner wor~\ing.3 of the ~;ystem and to deter­ 
mine the bottlenecks which limit throughout na response. Pro­ 
grammable megacycle clocks ~ere installed on the computer to per­ 
mit routines to be tirned accurately, This enabled one to divide 
real time into three components, system, user and idle time. 
These times are integrated and disp1ayed on meters to give 
dynamic readings. Sirnulaticn results agreed very closely with 
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measurements made directly on the system by means of the pro- 
grammable clocks. The simulation model v,as then extended to 
study the effects of increasing mEmory size, disk speed and 
memory speed for this system. The results 02re incorporated into 
an economic moc!r~l of the s v s t em poi1-1tin~~ out t ro cost effective- 
ness of the i mo r-ov eno n t s . Me•nc.)r~v ma11a;J(:rnent strategy and user' 
file organization were found to be the two ,,;::jor r a c t c o s affect­ 
ing the throughput and response of the ope:'atir1g system. 

Some of the current uses of the system will be discussed. 
The system is capable of handling up to 12 s i ou l t aueou s u se r s in 
the SK of me rno r v a v a i labie to the users. T!H' lei, rncrro rv p:'ofi le 
of each user is rnade possitle by the segrne1·it2tion of a use1,1s 
program. A lanquage simi l ar: to FORTR,c;N a,-,..J ?,,SIC has been 
designed specifically for a virtual memory env i r-or.rne n t to or cv i de 
calculation capabi 1 ities to the community of users. The virtual 
memory concept ail ows one to wr' i te a much 1 ar0ge1' prog,,arn than 
would ri o r-ua Ll y fit into BK of memory. 1he ,;j,,tern also s e rve s as 
a remote job entry point for subm i t t t n q bat en jobs to the centr·al 
computing r a c i Li t v , such as l i c t t nq s , puncf1!ng c a r d decks, FOR­ 
TRAN jobs, etc. A variety of mini-comouters are connected to tne 
I/0 loop f o r- v a r-i o u s experiments in the l ao . In par'ticula:' c!·1,e 
node on t ne I/0 loop is connected to a m<2s.o:1ge s w : t cn i n c marh i n e . 
This enables one to communicate w i t h any o t nc r c ornpu t e r- wh i c h may 
be connected to t b e network c orvt r o l l e o by the switching machine. 
Currently a l a rq o file s v s t ern is maintained on a PDP 11/45 co,n- 
puter on the n c t w o r-:- , This provides readily av s i lable secondary 
storaqe and back-up facilities for the rather limited file 
storage capabilities of the DDP-516 machine. Ln t e r ac t i v o graph- 
ics research is an o t h e r f a c i Ii ty supported by Hie DDP-516 I/0 
loop. 
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